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ABSTRACT
While many projects aim to provide network access to the
developing world or improve existing network access, rela-
tively little data exists regarding the behavior of traffic in
these environments, especially in regards to the characteris-
tics of traffic in the developing world. In this paper, we pro-
vide a first glimpse into the traffic gathered by a worldwide
proxy network, and try to observe differences in first-world
and developing-world traffic characteristics. What sets this
work apart from similar research is the scope and level of de-
tail – we capture more than 3TB of content representing one
week’s browsing by 348K users across 190 countries. Cap-
turing the content, rather than just access logs, also allows
us to perform similarity analysis at the content level.

Categories and Subject Descriptors
C.2.m [Computer-Communication Networks]: Miscel-
laneous

General Terms
Measurement, Performance

Keywords
Web Caching, Traffic Redundancy, Developing Region

1. INTRODUCTION
Internet access in the developing world is often a scarce

commodity, and when it does exist, its costs in absolute
terms can far exceed the cost of similar capacity in the first
world. As such, techniques such as Web caching [6, 13] are
commonly used to reduce the traffic demands of these en-
vironments, but it may be difficult to gauge the efficacy of
these approaches as the Web evolves and traffic character-
istics change. In particular, Web proxies cache entire ob-
jects (HTML text, images, etc.) that are static and do not
change on a per-user basis. As such, Web proxies typically
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provide little benefit for customized content or for content
that changes often relative to its access frequency. Some
measurements of Web usage in the developing world have
been performed by Du et al. [8] for Cambodia and Ghana
using Web proxy access logs, which provide an object-level
view of Web traffic.

Our interest in developing-world usage is to understand
the impact of the uncached content, since it is this content
that must be fetched over the wide-area network (WAN)
that connects the Web proxy to the rest of the Internet. To
analyze the behavior of this content, we need access to the
actual data being transferred, rather than just the access
logs from a Web proxy. With a better understanding of
the content, we can explore techniques to further reduce
the wide-area traffic, using techniques to exploit duplicate
content within objects [15,16].

While some of these techniques have been shown to be
effective in first-world environments, we lack detailed un-
derstanding of their effectiveness in the context of the de-
veloping world. Some questions we may want to answer are:
How well do these techniques work? Are there regional vari-
ations in traffic that affect their behavior? Can chunk-level
caching reduce cache miss traffic?

Answering these questions would allow us avenues for new
opportunities to complement some of the research to im-
prove connectivity in these environments [7, 18, 19, 23], and
to better make use of frugal system that can operate using
slow disks and limited memory [3, 4, 9]. We view content-
focused analysis as a way to better understand the traffic
optimization opportunities in these systems.

In this paper, we attempt to answer these questions by
analyzing real Web traffic. In particular, we collect one
week’s worth of wide-area traffic in the CoDeeN [25] sys-
tem, a heavily-used global Web cache.

We find several interesting results: (1) While developing-
world users have poorer connectivity, this is not obviously
reflected in the distribution of object sizes on the pages they
visit, suggesting content transformation remains an open av-
enue for enhancing user experience, (2) canceled transac-
tions, where a transfer is aborted mid-stream, account for a
substantial portion of all traffic, and the rate of cancellation
is actually higher in the first world than in the developing
world, suggesting that generally faster response times are
leading to user impatience, (3) developing-world users seek
audio and video as a higher fraction of traffic than their
first-world counterparts, and (4) the working set of content
in the developing world is much larger than the size of typ-
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Figure 1: Data Collection

Capture Duration 3/25/2010 – 3/31/2010 (7 days)
Total # Requests 157,797,656
Total Bytes 3,132,405,067,559
Total # Clients 348,710
Total # Countries 190
/8 networks 157 (61.33%)
/16 networks 15791 (24.09%)
/24 networks 210947 (1.26%)

Table 1: Data Set Summary

ically deployed Web caches, and that much larger storage
would provide a usable benefit.

The rest of this paper is organized as follows: we describe
the details of data set we use in Section 2, and report our
preliminary results in Section 3. Finally, we discuss related
work in Section 4, and conclude in Section 5.

2. DATA SET
The traffic we use in our analysis comes from the CoDeeN

content distribution network (CDN) [25], a semi-open globally-
distributed proxy which has been running since 2003, and
now encompasses more than 500 PlanetLab [20] nodes. This
system serves over 30 million user-facing requests per day,
routing traffic between CoDeeN nodes as appropriate. Some
fraction of these requests are cache misses that must be re-
trieved from the origin Web servers that generate the con-
tent. We run an agent on each CoDeeN node that copies the
traffic between CoDeeN and the origin servers, and sends it
to a central collection server for processing. Figure 1 depicts
our data collection methodology.

All of this content represents cache misses that could not
be satisfied by either the client’s browser cache, local proxy
cache (if present) or by the CoDeeN proxy cache. In addi-
tion to logging the URLs of all requested content like a proxy
cache would, we log all of the content itself. Each record in
the log file contains the following information: client IP ad-
dress, full request including all headers, downloaded object
size, full response including its header and body, timestamp
at the end of the transaction, and download time. Any dif-
ference between the downloaded size and the object’s size is
due to the client terminating the transfer, either explicitly
or by moving to a different page.

We collect one week’s traffic from March 2010, during
which time we observe 157 million cache miss requests from

OECD DevReg
Countries 27 163
Requests 25.68% 74.32%

Bytes 25.81% 74.19%
Clients 25.53% 74.47%

Table 2: OECD and DevReg Data Summary

348K unique client IPs. The total volume of the traffic is
about 3 TB, and the client population covers 190 countries,
as determined using the MaxMind database [14]. The client
IPs cover more than 60% of /8 networks, and 24% of /16
networks. Table 1 presents a summary of this data. To the
best of our knowledge, this collection covers a client popula-
tion several times larger than previous work [26], and is the
only one that has captured the actual content (as opposed
to access logs) at this level of detail.

3. PRELIMINARY RESULTS
In this section, we present initial results of our analysis, in-

cluding country-level information, object analysis, site pop-
ularity, cacheability, and cancellation behavior.

To compare differences between the first world and the
developing world, we divide the 190 countries in our logs
into two groups. The first world (“OECD”) consists of 27
high-income economies from OECD [17] member countries,
excluding three upper middle-income economies, Mexico,
Poland, and Turkey. We regard the remaining 163 coun-
tries as the developing world (“DevReg”). As shown in Ta-
ble 2, OECD represents about 25% of the data set in most
categories.

Table 3 shows the top countries by the number of requests,
the total bytes, and the number of clients (unique IPs). In
general, Poland, China, and Saudi Arabia are the heavi-
est users, appearing near the top in all of the categories.
Middle-Eastern countries such as Saudi Arabia, Kuwait, and
the United Arab Emirates are also heavily represented, ac-
counting for 30% of the total byte traffic.

3.1 Object Size and Content Type
We first examine object-level traffic characteristics in these

two data sets. The size distribution is shown in Figure 2 (a),
and excludes outliers such as Poland and the Middle East.
Per-country breakdowns by object type are also shown in
Figure 2 for (b) text, (c) images, (d) video, (e) audio, and (f)
application such as Flash. Not too surprisingly, we see that
the median object size is small in the developing world, but
even the OECD countries see most objects that are smaller
than 10KB, consistent with previous traffic models [5, 12].
The difference between object sizes may reflect the impor-
tance of regional sites that are more tailored toward the
bandwidths seen in the developing regions.

The per-object breakdowns provide some insight into this
divergence. The percentage of responses for text objects
(text and HTML) range from 30-90% for OECD countries
and 10-100% for developing countries. The countries with
low text fractions are largely browsing images, often blocked
by local censorship. The high-text countries are likely due to
a combination of poor bandwidth along with highly-cached
images, which are not re-fetched. The image breakdown is
largely the complement of the text breakdown – countries
with a high text fraction have a low image fraction, and



Rank Requests % Bytes % Clients %
1 Poland (23.67) Saudi Arabia (19.35) China (19.57)
2 China (15.24) China (15.53) Poland (13.73)
3 Saudi Arabia (11.51) Poland (11.59) Germany (8.70)
4 Germany (8.84) United States (8.87) Russian Federation (7.43)
5 United States (6.11) United Arab Emirates (6.63) Saudi Arabia (4.06)
6 Russian Federation (4.15) Germany (6.52) United States (3.84)
7 United Arab Emirates (4.02) Kuwait (3.84) Ukraine (3.05)
8 Kuwait (2.48) Russian Federation (2.86) Brazil (2.20)
9 Spain (2.13) Spain (2.50) Italy (2.00)
10 Ukraine (1.43) Turkey (1.52) France (1.90)

Table 3: Top Countries By Requests, Bytes, and Clients
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Figure 2: Object Size and Content Type

countries with very few text objects often download many
thumbnailed images per HTML page.

The main surprises are seen in the audio and video cate-
gories, where the developing regions almost uniformly down-
load more rich media as a fraction of their traffic when com-
pared to the OECD countries. Were this purely a function of
the same browsing that we see with images, we would expect
a broader range of behaviors in the DevReg group, as seen
on the graph for text objects. While the higher-bandwidth
OECD countries no doubt consume more audio/video con-
tent, this data suggests that the DevReg group has a strong
interest in rich media, despite their lower bandwidths. A sig-
nificant fraction of this content appears to be music videos
and songs in the MP3 formats.

The application objects, which include all Flash content,
are also higher as a fraction of traffic in the DevReg group,
and the absolute percentage of traffic is quite high, with me-
dians near 7% of all requests, something that traffic modelers
will have to consider for future work.

3.2 Site Popularity and Working Set Size
Using the combined traffic, we analyze the most popular

sites and categorize them by content type in Table 4. While
portal sites and game sites are popular, the presence of adult
sites in the top 10 is somewhat surprising because previous

Rank Requests % Bytes %
1 Game (11.25) Portal (5.43)
2 Game (11.00) Video (5.43)
3 Portal (5.84) Game (5.23)
4 Game (4.59) Game (4.26)
5 Portal (2.56) Game (2.69)
6 Portal (1.97) Portal (2.59)
7 Ads (1.14) Adult (2.58)
8 Chat (1.08) Adult (1.88)
9 Analytics (0.82) Adult (1.67)
10 Adult (0.77) Portal (1.05)

Table 4: Top Sites By Requests, and Bytes

work [8] measured adult traffic at roughly 1% both in terms
of requests and bytes. We believe this may stem from usage,
since they used logs from kiosks and Internet cafes, adding
a public element to the browsing. Our data set presumably
includes more private browsing at home, where such content
may be more freely viewable.

We also measure the diversity of Web sites each country
visits in Figure 4. We can see that the number of unique
Web sites in the developing world is smaller than in the first
world, typically numbering in the hundreds to low thou-
sands. The OECD countries, in comparison, typically view
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a few thousand to tens of thousands of sites in this study.
This may be a function of bandwidth, cost, or latency – ran-
domly browsing sites is easier when browsing is faster and
no extra expense is incurred.

3.3 Redundancy and Caching
Given that our accesses are all cache misses, we focus on

using content-based caching [9,21,24] instead of object-based
caching. This analysis attempts to find redundancy in con-
tent that is marked uncacheable at the HTTP level. Using
64 KB chunks searches only for coarse-grained redundancy,
such as entire objects or parts within a large piece of con-
tent, like audio or video. This chunking finds about 30%
redundancy consistently on a daily basis, starting from an
empty cache. Using 1 KB chunks typically finds redundancy
within objects, such as when parts of text pages change.
This performs even better and eliminates about 50% of the
traffic. Finally, using 128-byte chunks can capture changes
at the level of paragraphs in text, detecting about 55% re-
dundancy. When we assume a cache that can store multiple
days of traffic, the potential bandwidth savings further in-
crease. As shown in Figure 3 (a), we could eliminate about
40% redundancy with 64 KB chunks (up from 30%), 60%
with 1 KB chunks (up from 50%), and 65% with 128-byte
chunks at the end of the week (up from 55%).

To determine the storage needed to achieve this redun-
dancy, we simulate cache behavior of one week’s traffic with
an LRU cache replacement policy. Figure 3 (b), (c), and (d)
show the byte hit ratio as a function of cache storage size
in the United States, China, and Brazil, respectively. Miss-
ing values for 128-byte and 1 KB chunks in the figures are
due to the limit of memory required for the simulation. As
expected, the small chunk sizes yield much higher byte hit
ratio than the large chunk sizes given the same cache stor-
age size, and the byte hit ratio increases with larger cache
storage. To achieve the ideal byte hit ratio, we need roughly
50 GB cache space for the United States, 500 GB for China,
and 10 GB for Brazil. The difference in cache storage re-
quirement is partly due to the volume of the traffic in these
countries – while China’s traffic is about 559 GB, Brazil’s
traffic is only about 44 GB.

This redundancy analysis result differs from earlier work [1]
that analyzed data from smaller organizations with rela-
tively homogeneous users. Our results use data covering di-
verse worldwide populations, and we show for the first time
that there exists much redundancy in a large scale data set
as well. The tradeoff, of course, is that much more storage is
needed to capture this level of redundancy, but given the low

price of storage relative to bandwidth, this tradeoff should
be a simple choice in most countries.

3.4 Aborted Transfers
We find a significant portion of transfers are cancelled by

clients before they fully fetch the objects. On any given day,
roughly 17% of transfers are terminated early. Had these
been allowed to complete, they would have accounted for
80% of the total traffic that would have resulted. However,
with the early termination, they account for only 25% of the
actual traffic generated. Some fraction of this traffic stems
from ongoing transfers stopping when the user moves to a
new Web page. However, most of the byte volume appears
to be from previewing video files. Chunk-based caching so-
lutions may be important here, since many of these files are
never downloaded completely, making it hard to cache them
in object-based caching solutions.

We next examine object size distributions. Figure 5 (a)
presents the complementary cumulative distribution func-
tion (C-CDF) of object sizes. We see that while most of the
cancelled objects (“Cancelled”) are small, there exist very
large objects ranging up to 2 GB. It is also interesting that
most of the downloaded object sizes are less than 10 MB,
regardless of being cancelled (“Cancelled-Download”) or not
(“Normal”). This implies that users typically tire of the con-
tent within the first 10 MB, something that may be useful
to designers of video servers.

Figure 5 (c) and (d) compare content types of cancelled
and normal objects in terms of the number of objects and
total bytes. While text is the most frequent content type
in both cancelled and normal objects, its percentage is ex-
tremely large in cancelled objects, exceeding 90%. In terms
of total bytes served in terminated transfers, most come from
a small fraction of video/audio/application objects.

Finally, Figure 5 (b) compares the distribution of can-
celled transfers by region. We see that the first world coun-
tries cancel transfers more frequently than the developing
world. The median cancel percentage difference is almost
twice as large. One possible explanation for this is that
clients from the developing countries are accustomed to slow
transfers, and wait until the download finishes, to avoid
wasting expensive bandwidth. On the other hand, clients
from the OECD group cancel transfers more frequently since
they have ample bandwidth, and cancelling does not nega-
tively affect them.

4. RELATED WORK
There has been much research on network traffic analysis.

Wolman et al. [26] analyze Web traffic of a university cam-
pus and enterprise network, and show that cooperative Web
caching is most effective in smaller populations. Saroiu et
al. [22] analyze client traffic at a large university to under-
stand media download popularity. Anand et al. [1] focus on
redundancy in university and enterprise network traffic, and
propose that an end-to-end redundancy elimination solution
can obtain most of the middlebox’s bandwidth savings. In
terms of the developing world context, Du et al. [8] ana-
lyze Web proxy access logs from Internet cafes and kiosks in
Cambodia and Ghana. Anokwa et al. [2] focus on the high
latency problem in the developing world, and propose a sim-
ple flow based classification solution. In terms of scale and
granularity, our work covers a much larger number of users,
a more diverse client population, and captures more of the



 0

 20

 40

 60

 80

 100

 1  2  3  4  5  6  7

R
ed

un
da

nc
y 

(%
)

Day

 64KB
1KB

128B

(a) Cumulative Redundancy

 0

 20

 40

 60

 80

 100

10M 100M 1G 5G 10G 50G 100G 500G Infinite

By
te

 H
it 

R
at

io
 (%

)

Cache Size (Bytes)

128B
1KB
8KB

 64KB

(b) Byte Hit Ratio in the United States (213 GB)

 0

 20

 40

 60

 80

 100

10M 100M 1G 5G 10G 50G 100G 500G Infinite

By
te

 H
it 

R
at

io
 (%

)

Cache Size (Bytes)

128B
1KB
8KB

 64KB

(c) Byte Hit Ratio in China (559 GB)

 0

 20

 40

 60

 80

 100

10M 100M 1G 5G 10G 50G 100G 500G Infinite
By

te
 H

it 
R

at
io

 (%
)

Cache Size (Bytes)

128B
1KB
8KB

 64KB

(d) Byte Hit Ratio in Brazil (44 GB)

Figure 4: Redundancy and Caching

traffic than these previous efforts. While ipoque [10,11] an-
alyzes petabytes of user traffic from one million users world-
wide, their main focus is peer-to-peer (P2P) traffic, not an
analysis of Web content and caching.

We believe that our research runs complementary to two
lines of work in developing areas – extending access and
providing more local storage for caching. DakNet [19] and
KioskNet [23] build Delay-Tolerant Networks (DTNs). WiLD-
Net [18] improves the performance of WiFi-based Long Dis-
tance (WiLD) networks in real-world deployments. Rural-
Cafe [7] supports an efficient web search over intermittent
networks by providing an expanded search query interface.
HashCache [4] is a cache storage engine which is able to
store a large number of objects with much less or no mem-
ory index, and Wanax [9] is a wide-area network (WAN)
accelerator which could offer high performance with slow
disks and limited memory.

5. CONCLUSIONS
In this work, we have used traces from a large, global

proxy cache to help understand the difference between first-
world and developing-world traffic. While some of our re-
sults, such as object size distributions, are in-line with pre-
vious research, we believe that our observations regarding
download type distributions and the desire for rich media
in the developing world are new contributions. We also
find a great deal of redundancy in cache-miss traffic, which
can be exploited over longer timeframes than existing Web
caches support. We believe that this research provides a
good case for increasing cache storage sizes, and augment-
ing object-based proxy caches with content-based chunk-
oriented caching approaches. We consider this study a first

glimpse at this traffic, and believe that a more detailed anal-
ysis is warranted.
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